
Making sure that human rights are embedded in AI’s entire life cycle. And that regulations need
to require assessment of the human rights risks and impacts of AI systems before, during, and
after their use.
Listening to those who are affected, as well as to those who have already spent many years
identifying and responding to harms. With a particular focus on women, minority groups and
marginalized people, because they are disproportionately affected by bias in AI. And making
serious efforts to bring them to the table for any discussion on governance.
That attention is also needed to the use of AI in public and private services where there is a
heightened risk of abuse of power or privacy intrusions – justice, law enforcement, migration,
social protection, or financial services.
That AI technologies that cannot be operated in compliance with international human rights
law must be banned or suspended until such adequate safeguards are in place.
That existing regulations and safeguards need to be implemented – for example, frameworks
on data protection, competition law, and sectoral regulations, including for health, tech or
financial markets.
That we should not let the AI industry assert that self-regulation is sufficient, or to claim that
they should define the applicable legal framework. It is essential that the full democratic
process – laws shaped by all stakeholders – is brought to bear.
That companies must live up to their responsibilities to respect human rights in line with the UN
Guiding Principles on Business and Human Rights. 

We are a collection of organizations and advocates who are dedicated to creating a future where
all citizens of the global digital ecosystem, no matter who they are or where they live, can enjoy
equal rights to safety, freedom, and dignity. 

High Commissioner Türk is absolutely right when, in his remarks at the High Level Side Event of the
53rd Session of the Human Rights Council, he calls for global agreement on regulating AI that is
aligned with universal human rights and rule of law frameworks, and convened by the United
Nations. The High Commissioner emphasizes that the human rights framework “provides an
essential foundation that can provide guardrails for efforts to exploit the enormous potential of AI,
while preventing and mitigating its enormous risks.” 

This includes:

A GLOBAL AGREEMENT ON REGULATING AI, ALIGNED WITH
UNIVERSAL HUMAN RIGHTS AND RULE OF LAW
FRAMEWORKS, CONVENED BY THE UNITED NATIONS? 
WE AGREE WITH YOU MR TÜRK.

https://www.ohchr.org/en/statements/2023/07/artificial-intelligence-must-be-grounded-human-rights-says-high-commissioner


In solidarity,

As the High Commissioner says, we need urgent action from Governments and Companies. The
Global Digital Compact is an immediate opportunity to start this process. And we call on
Governments to seize this opportunity to create a digital future in which everyone can enjoy
equal rights to safety, freedom, and dignity.
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